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PREAMBLE 

The ParƟcipants of the InternaƟonal Conference on Cyberlaw, Cybercrime & Cybersecurity 
(ICCC) 2025, 

RECOGNIZING that arƟficial intelligence and emerging technologies are evolving at an 
unprecedented speed, similar to the development of humanity itself, and are fundamentally 
transforming socio-economic structures globally, governance paradigms, and relaƟonships 
between human beings; 



BUILDING ON the experience of 12 ediƟons of this Conference, and recognizing that AI has 
moved from an experimental technology to a foundaƟonal infrastructure of the digital 
economy; 

OBSERVING that the penetraƟon of AI into criƟcal sectors—healthcare, finance, defence, 
transport, and educaƟon—increases both transformaƟve opportuniƟes and systemic 
vulnerabiliƟes that put individuals, insƟtuƟons, and naƟons at risk; 

NOTING that the acceleraƟng technological landscape has decisively outrun current 
regulatory architectures and has created a compelling need for urgent harmonizaƟon of global 
AI governance frameworks, cybersecurity standards, and cybercrime enforcement 
mechanisms; 

HIGHLIGHTING the existenƟal threats created through algorithmic bias, deepfake 
technologies, autonomous cyberaƩacks, ransomware-as-a-service models, weaponized AI 
systems, and erosion of the truth in the digital informaƟon ecosystem; 

APPRECIATING the collecƟve contribuƟons of policymakers, technologists, legal experts, civil 
society organizaƟons, academic insƟtuƟons, and industry stakeholders in improving 
mulƟdisciplinary understanding and consensus building on the AI ecosystem; 

AFFIRMING that trustworthy AI, secure digital infrastructures, ethical innovaƟon, and 
equitable access are universal imperaƟves that require co-ordinated acƟon across 
jurisdicƟons, sectors, and stakeholder communiƟes; 

UNDERLINING that generaƟve AI, autonomous agents, and syntheƟc media are technologies 
with significantly increased ethical risks, which amplify misinformaƟon campaigns, enable 
cogniƟve manipulaƟons, and fundamentally challenge human autonomy, agency, and dignity; 

TAKING NOTE that exisƟng legal instruments on data protecƟon, AI liability, intellectual 
property, and cybercrime remain insufficient to deal with criƟcal gaps in transparency, 
explainability, accountability, and enforceability; 

RECOGNIZING the profound challenges presented by ArƟficial General Intelligence, quantum 
compuƟng capabiliƟes, sophisƟcated supply-chain intrusions, and the convergence of 
biological and digital technologies, while acknowledging that coordinated naƟonal and 
mulƟlateral preparedness can enable effecƟve risk miƟgaƟon; 

OBSERVING that syntheƟc and manipulated media erode public trust, compromise electoral 
integrity, violate intellectual property rights, and undermine the foundaƟonal insƟtuƟons of 
democraƟc governance, and need comprehensive countermeasures; 

EMPHASIZING that the absence of globally harmonized standards with regard to ethics in AI, 
privacy-by-design principles, Zero Trust security architectures, and human-centric technology 
development leaves criƟcal naƟonal infrastructures dangerously exposed to escalaƟng cyber 
threats; 



NOTING that the dual-use nature inherent in AI enables both unprecedented innovaƟon for 
human advancement and novel forms of discriminaƟon, financial fraud, organized cybercrime, 
surveillance overreach, and autonomous weapons development; 

REITERATING that strengthened internaƟonal cooperaƟon is indispensable in addressing the 
common transboundary challenges including drone warfare, blockchain regulaƟon, 
cryptocurrency oversight, and post-quantum cryptography transiƟons; 

AGREEING that it is necessary to have specialized forums that bring together educators, 
corporate leaders, investors, legal pracƟƟoners, and compliance officers for translaƟng 
thought leadership, research insights, and best pracƟces into acƟonable governance 
frameworks; 

ANTICIPATING forward-looking approaches are sought to emerging concerns related to 
children's digital rights, Metaverse governance, neurotechnology ethics, the convergence of 
biotechnology and AI, and environmentally sustainable AI ecosystems. 

DEMANDING effecƟve legal remedies, insƟtuƟonal capaciƟes, technical capabiliƟes, and 
operaƟonal preparedness mechanisms to deal with AI-driven harms, systemic failures, and 
cascading risks; 

COMMITTING to bridge the growing gap between technological acceleraƟon and ethical, 
legal, regulatory, and policy oversight through inclusive dialogue, evidence-based 
policymaking, and adapƟve governance; 

CONFIRMING that the convergence of cyberlaw, cybersecurity, cybercrime prevenƟon, and AI 
governance will profoundly shape global peace, security, economic prosperity, social 
cohesion, and sustainable development for generaƟons to come. 

 

CONFERENCE RESOLUTIONS 

The InternaƟonal Conference on Cyberlaw Cybercrime & Cybersecurity 2025 resolved that: 

1. ArƟficial intelligence is a transformaƟve force hitherto unprecedented that will 
fundamentally reshape the ways in which humans think, economic forms, governance 
systems, human relaƟonships, and even the path of human history itself. 

2. The AI revoluƟon brings an urgent imperaƟve globally for a reevaluaƟon by all stakeholders, 
including governments, private sector, civil society, academia, and internaƟonal organizaƟons, 
on policies, insƟtuƟonal frameworks, operaƟonal strategies, and ethical foundaƟons with an 
unwavering emphasis on security, trust, equity, human rights, and sustainable development. 

 

 



KEY RECOMMENDATIONS 

A. LEGAL & REGULATORY EVOLUTION 

The ParƟcipants call upon the InternaƟonal Conference on Cyberlaw, Cybercrime & 
Cybersecurity (ICCC) to: 

1. Recognize DisƟnguished Leadership: Record formal appreciaƟon for Dr. Pavan Duggal, 
Conference Director, who has provided outstanding strategic vision and thought leadership to 
further global discourse on AI governance, harmonizaƟon of cyberlaws, and emerging 
technology risks, besides creaƟng an inclusive plaƞorm that pools together diverse 
stakeholders in pursuit of finding enduring soluƟons to most pressing digital challenges 
confronƟng humanity. 

2. Strengthen Global Leadership: To conƟnue to serve as the leading internaƟonal plaƞorm 
that shapes legal scholarship, regulatory innovaƟon, policy development, and best pracƟces 
in the areas of cyberlaw, cybercrime prevenƟon, cybersecurity, and AI governance. 

3. Deepen Research Mandates: SubstanƟally expand interdisciplinary research on the legal, 
ethical, societal, economic, poliƟcal, and regulatory implicaƟons of AI and convergent 
technologies-IoT, blockchain, autonomous systems, quantum compuƟng, neurotechnology, 
and biotechnology-AI integraƟon. 

4. Global AI Risk Taxonomy: Lead the formulaƟon of a standardized, internaƟonally 
interoperable classificaƟon framework for AI risks, including technical failures, misuse 
scenarios, cybercrime convergence, societal vulnerabiliƟes, and existenƟal threats, to drive 
regulatory coherence, early-warning detecƟon systems, and cross-jurisdicƟonal alignment. 

5. Advancing Liability and Accountability Frameworks: Facilitate conƟnued mulƟ-stakeholder 
dialogue to address, in a holisƟc manner, AI liability aƩribuƟon, algorithmic transparency 
requirements, explainability standards, bias detecƟon and miƟgaƟon, fairness assessments, 
accountability for generaƟve-AI-facilitated cybercrimes, and societal harms. 

6. Safeguard the Digital Rights of Children: Develop binding, internaƟonal standards that 
would protect young people from manipulaƟve design, biometric surveillance, AI-powered 
behavioural profiling, microtargeted adverƟsing, online exploitaƟon, and developmental 
harms rooted in both the principles of privacy by default and age-appropriate design. 

7. Advocate for Technological Foresight: ProacƟvely address emerging and horizon-scanning 
concerns, including Zero Trust security architectures for IoT/5G/6G ecosystems, challenges in 
implemenƟng post-quantum cryptography, the psychological and cogniƟve impacts brought 
about by AI, neurotechnology governance, ethics in brain-computer interface development, 
and the ever-evolving landscape of digital rights for vulnerable populaƟons. 

8. Organize ThemaƟc Forums: Convene specialized global forums, expert working groups, and 
stakeholder consultaƟons on the following topics: AGI governance frameworks; Metaverse 



regulaƟon; sustainable and climate-conscious AI models; advanced persistent threats; 
quantum-resistant cybersecurity; and biotechnology-AI convergence risks 

9. DraŌ Metaverse Governance Frameworks: Lead in the draŌing of wide-ranging regulatory 
schemaƟcs on digital property rights, avatar idenƟty protecƟon, virtual asset ownership, 
cross-plaƞorm interoperability, dispute resoluƟon mechanisms, jurisdicƟonal clarity, plaƞorm 
accountability, content moderaƟon standards, and accessible redress pathways in case of 
harms experienced within virtual worlds. 

10. Knowledge Infrastructure CreaƟon: Create and publish focused knowledge resources, 
policy toolkits, legal templates, and technical guidance documents; deliver capacity-building 
programs to meet the needs of various stakeholders; and support large-scale public awareness 
on the aspects of cyberlaw, cybercrime prevenƟon, digital literacy, and ethical deployment of 
AI. 

11. Forge strategic alliances: Intensify partnerships with UN agencies, regional organizaƟons, 
internaƟonal law enforcement networks, standards bodies, academic consorƟa, and industry 
associaƟons in the common quest to meet challenges posed by cyber warfare, drone threats, 
supply-chain compromises, criƟcal infrastructure vulnerabiliƟes, and emerging geopoliƟcal 
cyber risks. 

12. Lead on sustainable AI by acƟvely advocaƟng for energy-efficient AI model architectures, 
green data center infrastructures, mandatory carbon-impact disclosure requirements, circular 
economy principles relaƟng to hardware, renewable-powered compute environments, and 
the integraƟon of environmental sustainability consideraƟons into AI governance frameworks 
aligned with global climate commitments. 

13. Standardize AI Procurement: Develop detailed model procurement frameworks, 
contractual templates, and due diligence guidelines that arƟculate expectaƟons of 
transparency, vendor accountability, risk allocaƟon, security assurances, human rights impact 
assessments, interoperability standards, and ethical AI principles in both public and private 
sector procurements. 

14. Support NaƟonal LegislaƟon: Provide expert technical assistance, policy guidance, 
legislaƟve draŌing support, and capacity-building resources to the states developing or 
updaƟng AI legislaƟon, data protecƟon laws, cybercrime statutes, and digital rights 
frameworks that respect best internaƟonal pracƟces but also naƟonal contexts and 
consƟtuƟonal tradiƟons. 

15. Strengthen JurisprudenƟal Development: SystemaƟcally monitor, document, analyze, and 
construcƟvely influence the evoluƟon of global cyberlaw precedents, AI governance 
frameworks, judicial interpretaƟons, regulatory innovaƟons, and internaƟonal legal 
developments in a manner aimed at encouraging consistency, coherence, predictability, and 
jusƟce in this digital century. 



16. Expand stakeholder engagement through specialized roundtables, leadership summits, 
investor forums, CHRO and CISO convenings, academic partnerships, and civil society 
dialogues across different jurisdicƟons to foster serious cross-sector collaboraƟon, knowledge 
sharing, building trust, and joint problem-solving on issues of mutual concern. 

17. Map GeneraƟve AI Threats: Publish an authoritaƟve annual global threat assessment that 
documents the trends, aƩack vectors, and emerging risks of AI-enabled cybercrime, including 
syntheƟc idenƟty fraud, automated social engineering, AI-generated malware, algorithmic 
market manipulaƟon, and deepfake-facilitated crimes that inform law enforcement strategies, 
regulatory responses, and defensive capabiliƟes. 

18. Create a Long-term Strategic Roadmap: Publish a comprehensive ten-year strategic vision 
document detailing concrete pathways, milestones, collaboraƟve mechanisms, monitoring 
frameworks, and accountability measures to implement global AI governance, enhance cyber 
stability, and foster internaƟonal peace and security, protect human rights, and achieve goals 
of sustainable development in a world transformed by AI. 

 

B. HARMONIZED GLOBAL FRAMEWORKS 

The ParƟcipants call upon the United NaƟons, its specialized agencies-including ITU, UNESCO, 
WIPO, UNDP, UNHCR-intergovernmental organizaƟons, regional bodies, and civil society to: 

1. Promote Global HarmonizaƟon: Foster common, interoperable, ethics-based, and human 
rights-based internaƟonal AI governance frameworks that balance innovaƟon with protecƟon, 
economic development with equity, and technological progress with fundamental freedoms. 

2. InsƟtute Binding Standards of Accountability: Develop binding internaƟonal norms, 
technical standards, and enforcement mechanisms on AI transparency, algorithmic 
explainability, accountability for automated decisions, and legal liability regarding deepfakes, 
facilitaƟon of cybercrime, misuse of syntheƟc media, and AI-enabled human rights violaƟons. 

3. Enhance Global Response to Cybercrime: Significantly improve the level of internaƟonal 
coordinaƟon in law enforcement, digital forensics, AI-enabled threat intelligence, ransomware 
response, cryptocurrency tracking, cross-border evidence sharing, extradiƟon arrangements, 
and organizaƟonal resilience planning in order to prevent and respond effecƟvely to 
transnaƟonal cybercrime networks. 

4. Prohibit Fully Autonomous Weapons: InsƟtute comprehensive, legally binding internaƟonal 
treaƟes that would unmistakably prohibit the development, deployment, and use of lethal 
autonomous weapons systems devoid of meaningful human control and are integrated into 
disarmament agreements, humanitarian law frameworks, and peacekeeping protocols to 
maintain human agency and dignity in armed conflict. 



5. Counter SyntheƟc Media: Establish and require global content provenance standards, 
cryptographic authenƟcaƟon systems, metadata transparency protocols, digital watermarking 
requirements, and accessible verificaƟon tools that help safeguard democraƟc integrity, 
media credibility, electoral processes, and the public's trust in the informaƟon ecosystem. 

6. Advancing Cybersecurity Norms: InsƟtute robust internaƟonal standards, state 
responsibiliƟes, confidence-building measures, and cooperaƟve mechanisms to advance 
criƟcal infrastructure resilience; supply-chain security assurance; coordinaƟon of vulnerability 
disclosure; incident response protocols; and common defence against AI-enabled warfare, 
zero-day exploits, and cascading cyber incidents. 

7. Commission Research on Psychological Impacts: Support rigorous, mulƟdisciplinary 
research examining the cogniƟve, behavioral, emoƟonal, developmental, and societal effects 
of AI systems—including virtual companions, educaƟonal tutors, social media algorithms, 
decision-support tools, and persuasive technologies—to inform evidence-based safety 
guidelines, ethical standards, and mental health protecƟons. 

8. Safeguard CogniƟve Liberty: Establish rigorous ethical and legal frameworks that expressly 
protect mental autonomy, freedom of thought, cogniƟve privacy, psychological integrity, and 
human agency from the growing AI-mediated environments in view, acknowledging that 
cogniƟve liberty is a basic human right enƟtled to protecƟon by consƟtuƟonal and 
internaƟonal law. 

9. Coordinate Global Efforts: Improve coherence, avoid duplicaƟon, and achieve maximum 
synergies among the current AI governance iniƟaƟves, standard-seƫng processes, regulatory 
experiments, and internaƟonal dialogues by systemaƟc informaƟon-sharing, joint acƟon 
planning, harmonized Ɵmelines, and unified advocacy that accelerate collecƟve progress on 
shared challenges. 

10. Improved Cross-Border Governance: Building mulƟlateral mechanisms, coordinaƟon 
plaƞorms, and cooperaƟon frameworks that can effecƟvely respond to complex transnaƟonal 
challenges in drone warfare regulaƟon, blockchain oversight, cryptocurrency governance, 
decentralized autonomous organizaƟon accountability, and post-quantum cryptographic 
standards transiƟons. 

11. Lead Workforce Reskilling: Synchronize ambiƟous global skills development programs, just 
transiƟon frameworks, lifelong learning iniƟaƟves, and social protecƟon systems to support 
workers and communiƟes affected by AI-driven automaƟon, ensuring inclusive economic 
adaptaƟon that preserves human dignity, and creates pathways to meaningful employment 
in the transformed labor market. 

12. Ensure EffecƟve Redress: Develop accessible, fair, efficient, and harmonized cross-border 
mechanisms-including specialized tribunals, ombudsperson offices, online dispute resoluƟon 
plaƞorms, and collecƟve redress procedures-for invesƟgaƟng complaints, adjudicaƟng 



disputes, and providing meaningful remedies for AI-related harms, rights violaƟons, and 
systemic injusƟces. 

13. Promote Ethical Governance: AcƟvely foster the formulaƟon and sharing of common risk 
assessment methodologies, impact evaluaƟon frameworks, ethical design principles, 
parƟcipatory models of governance, and best pracƟces proven to align technological 
innovaƟon with human values, imperaƟves of social jusƟce, and sustainable development. 

14. Design AI Dispute ResoluƟon Mechanisms: Establish specialized arbitral frameworks, 
procedural rules, expert rosters, and insƟtuƟonal infrastructures that can efficiently 
adjudicate complex cross-border disputes arising from AI liability, provide predictable legal 
pathways, reduce jurisdicƟonal uncertainty, boost business confidence, and protect consumer 
rights. 

15. Regulate Humanitarian AI: Create comprehensive internaƟonal norms, ethical direcƟves, 
and mechanisms for ensuring accountability surrounding the uƟlizaƟon of AI technologies in 
humanitarian contexts-such as refugee status determinaƟon, disaster relief coordinaƟon, 
crisis predicƟon systems, and aid distribuƟon-with human dignity, non-discriminaƟon, 
transparency, safety, informed consent, and vulnerable populaƟon protecƟon at the core. 

16. Harmonize Blockchain Governance: Develop globally aligned regulatory frameworks, 
technical standards, and interoperability protocols for blockchain-based decentralized idenƟty 
systems, smart contract enforceability, tokenized asset regulaƟon, decentralized autonomous 
organizaƟon governance, and cross-chain transacƟons to enable secure innovaƟon while 
prevenƟng misuse, fraud, and systemic risks. 

17. Publish Joint Ethical Guidelines: Through UN-Intergovernmental OrganizaƟons (IGO) 
collaboraƟon, issue coordinated and authoritaƟve ethical principles and operaƟonal guidance, 
underscoring the following basic reference standards as universally applicable to 
governments, corporaƟons, and developers, including mandatory human oversight, 
proporƟonality assessments, comprehensive risk miƟgaƟon, algorithmic transparency, 
contestability rights, and accountability mechanisms. 

18. Safeguard Electoral Integrity: Establish binding internaƟonal standards, cooperaƟve 
enforcement mechanisms, transparency obligaƟons, and rapid response protocols to help 
prevent and counter AI-enabled electoral manipulaƟon, microtargeted voter suppression, 
automated disinformaƟon campaigns, syntheƟc candidate impersonaƟon, algorithmic 
opinion manipulaƟon, and informaƟon warfare that threatens the core of democraƟc self-
governance. 

19. Clarify IP Rights for AI-Generated Works: Support WIPO-led internaƟonal harmonizaƟon 
efforts towards developing coherent, balanced IP frameworks governing authorship 
aƩribuƟon, determinaƟon of ownership, licensing regimes, moral rights, and equitable 



benefit sharing for AI-created creaƟve works, balancing innovaƟon incenƟves with creator 
protecƟon and public interest consideraƟons. 

20. Address AGI and ExistenƟal Risks: Recognize the unparalleled challenges and potenƟally 
disastrous risks of AGI development, advanced AI systems surpassing human cogniƟve 
capabiliƟes, and quantum compuƟng breakthroughs; establish special internaƟonal 
coordinaƟon mechanisms, early warning systems, containment protocols, and emergency 
response frameworks for the efficient assessment, miƟgaƟon, and governance of risks. 

21. Inclusion and Equity: AI systems, policies, and governing frameworks should acƟvely 
promote fairness, access, non-discriminaƟon, cultural sensiƟvity, and equity for all 
communiƟes, with parƟcular aƩenƟon to the needs of women, children, elderly persons, 
persons with disabiliƟes, indigenous peoples, racial and ethnic minoriƟes, refugees, and other 
historically marginalized populaƟons. 

22. Create an InternaƟonal AI Ombudsperson: Establish an independent, adequately 
resourced, globally accessible oversight insƟtuƟon empowered to receive individual and 
collecƟve complaints, conduct imparƟal invesƟgaƟons, document paƩerns of AI-related 
abuses and rights violaƟons, recommend correcƟve acƟons and policy reforms, and report 
publicly on systemic issues requiring internaƟonal aƩenƟon and remedy. 

23. Make reporƟng at the naƟon-state level mandatory: Invite member states to provide 
detailed annual or biennial reports on AI risk assessments, significant incident reports, 
miƟgaƟon strategy updates, descripƟons of governance frameworks, and lessons-learned 
analyses in one easily accessible UN registry for encouraging shared learning; guaranteeing 
transparency; global situaƟonal awareness; enabling comparaƟve cross-country analysis; and 
informing evidence-based governance reforms and technical assistance programs. 

24. Publish AI HarmonizaƟon Index: Create and publish an authoritaƟve annual benchmarking 
index that transparently measures and ranks naƟonal alignment to global standards on AI, 
ethical guidelines, best pracƟces in governance, commitment to human rights, and regulatory 
maturity indicators that will promote healthy internaƟonal cooperaƟon, provide capacity-
building prioriƟes, recognize leadership, offer opportuniƟes for improvement, and become a 
guide for states on how to strengthen their AI governance ecosystems. 

 

C. NATIONAL & STAKEHOLDER ACTION 

The ParƟcipants call on naƟonal governments, legislaƟve bodies, judicial insƟtuƟons, 
educaƟonal systems, research organizaƟons, professional associaƟons, media insƟtuƟons, 
civil society organizaƟons, private sector enƟƟes, and all relevant stakeholders to: 

1. Put in Place Comprehensive AI LegislaƟon: Implement clear, enforceable, rights-respecƟng 
legal frameworks that establish governance obligaƟons, safety requirements, risk 
management standards, accountability structures, transparency mandates, oversight 



mechanisms, and accessible enforcement tools for AI systems, parƟcularly for high-risk 
applicaƟons affecƟng fundamental rights, public safety, democraƟc processes, and criƟcal 
infrastructure. 

2. Criminalize Malicious AI Use: Provide specific criminal penalƟes, enhanced sentencing 
provisions, asset forfeiture mechanisms, and an internaƟonal framework for cooperaƟon in 
cases involving malicious AI deployment in terrorism, organized cybercrime, child exploitaƟon, 
fraud, elecƟon interference, criƟcal infrastructure aƩacks, and ransomware-as-a-service 
operaƟons, ensuring that our legal tools keep pace with evolving threats. 

3. Adopt AnƟcipatory RegulaƟon: InsƟtute prospecƟve, adapƟve regulatory approaches 
through techniques like horizon scanning methodologies, scenario planning exercises, 
technology foresight, regulatory sandboxes, experimental governance, periodic review cycles, 
and sunset provisions to proacƟvely address emerging AI capabiliƟes before their widespread 
deployment results in irreparable harm, thereby reducing regulatory lag and prevenƟng 
societal damage that could otherwise be avoided. 

4. Develop and clearly establish liability principles through the creaƟon of comprehensive 
legal frameworks, judicial guidance, and precedent-seƫng cases on the allocaƟon of liability, 
standards for causaƟon, burden of proof, damage assessment methodologies, and 
mechanisms of remedy for AI-caused harms to individuals, communiƟes, and society that will 
balance innovaƟon incenƟves with robust vicƟm protecƟon and effecƟve deterrence of 
negligent development and deployment. 

5. EffecƟvely Counter DisinformaƟon: Establish mulƟ-layered legal, technical, educaƟonal, and 
insƟtuƟonal frameworks to reduce AI hallucinaƟon-related risks, prevent the generaƟon of 
syntheƟc media for malicious purposes, fight coordinated inauthenƟc behavior, increase 
plaƞorm accountability, strengthen quality journalism, and tackle Darknet-enabled 
disinformaƟon operaƟons, while ensuring freedom of expression and promoƟng media 
pluralism. 

6. Invest Heavily in EducaƟon: SystemaƟcally integrate AI literacy, cyberlaw fundamentals, 
cybersecurity awareness, digital ciƟzenship, computaƟonal thinking, data literacy, ethical 
reasoning, and criƟcal evaluaƟon skills into the curricula at all educaƟonal levels-from primary 
schools through universiƟes and conƟnuing professional development-building broad societal 
capacity to understand, quesƟon, parƟcipate in, and construcƟvely shape AI-transformed 
socieƟes. 

7. Monitor Illicit Networks: Using advanced AI-powered monitoring systems, threat 
intelligence plaƞorms, behavioral analysis tools, and internaƟonal coordinaƟon mechanisms 
to detect and disrupt Darknet criminal acƟviƟes including exploit trading, syntheƟc malware 
distribuƟon, illicit AI model trafficking, ransomware marketplaces, and emerging cyber 
threats, with oversight and accountability condiƟons focused on protecƟon of civil liberƟes in 
surveillance acƟviƟes. 



8. Define Stakeholder ResponsibiliƟes: Clearly sƟpulate the rights, duƟes, ethical obligaƟons, 
liability exposures, and accountability mechanisms of each party in AI value chains, from 
developers to deployers, data providers, infrastructure operators, investors, regulators, users, 
and affected communiƟes. This would bring about shared understanding of responsibiliƟes 
and allow for effecƟve governance by distributed accountability. 

9. Protect NaƟonal Sovereignty: Acknowledge and address the AI technology's capacity to 
undermine naƟonal sovereignty, territorial integrity, interfere with domesƟc affairs, facilitate 
foreign surveillance, enable hidden influence operaƟons, and concentrate power at the 
expense of self-determinaƟon; establish proper technological, legal, diplomaƟc, and security 
safeguards while remaining open to salutary internaƟonal cooperaƟon. 

10. CategorizaƟon of AI-Enabled Crimes: Officially acknowledge AI-facilitated criminal 
acƟviƟes as specific classes that necessitate specially designed invesƟgaƟon techniques, 
forensic capabiliƟes, prosecutorial experƟse, judicial training, evidenƟary standards, and 
sentencing frameworks combined with a coordinated prevenƟon approach considering the 
peculiar technical nature, cross-border aspect, and dynamic modus operandi of AI-enabled 
crime. 

11. Protect the Right to Privacy: Thoroughly examine the use of AI in light of personal data 
privacy, informaƟonal self-determinaƟon, surveillance capabiliƟes, predicƟve profiling, 
behavioural monitoring, and autonomy. Provide strong legal safeguards against AI-facilitated 
privacy violaƟons and the gradual expansion of surveillance through purpose limitaƟon, data 
minimizaƟon, consent requirements, deleƟon rights, algorithmic transparency, and strict 
enforcement. 

12. Incorporate AI Ethics EducaƟon: Provide culturally and age-sensiƟve educaƟon in AI ethics, 
algorithmic fairness, bias recogniƟon, digital rights, privacy protecƟon, and cybersecurity 
basics throughout systems of educaƟon, professional training, and public awareness 
campaigns as a means of developing knowledgeable, responsible, criƟcal, and acƟve digital 
ciƟzens who can contribute significantly to the development and shaping of AI governance 
while holding powerful actors accountable. 

13. Implement Binding Ethical Standards: Implement and strictly enforce robust ethical codes, 
professional standards, cerƟficaƟon requirements, and accountability frameworks for AI 
development and deployment by both the public and private sectors, making abstract 
principles such as fairness, non-discriminaƟon, explainability, contestability, proporƟonality, 
and human oversight concrete, measurable, auditable, and legally enforceable rather than 
aspiraƟonal statements. 

14. Enhance Data Governance: Put in place consent-based, purpose-limited, and transparent 
data governance frameworks that establish clear rules, oversight mechanisms, and 
enforcement procedures governing how personal data is collected, processed, stored, shared, 
and used in training AI, with meaningful individual control, prevenƟng funcƟon creep, and 



mandaƟng data minimizaƟon and anonymizaƟon where possible, protecƟng collecƟve data 
rights and community interests. 

15. Mandate Corporate Accountability: OrganizaƟons deploying high-risk AI systems should 
be compelled to operate under rigorous, rouƟne compliance audits by competent, 
independent auditors uƟlizing harmonized frameworks for assessment; complete reporƟng of 
findings; public disclosure of material risk; meaningful consequences, including but not 
limited to very significant financial penalƟes and operaƟonal constraints for negligent or 
reckless deployment; and monitoring for conƟnued compliance and sustained safety. 

16. Make AI Transparent: Legislate that automated systems making or significantly impacƟng 
decisions affecƟng individual rights, opportuniƟes, services, or freedoms be legally bound to 
clearly disclose the involvement of AI, provide accessible explanaƟons of the processes and 
factors at play in their decision-making, offer meaningful opportuniƟes for human review and 
appeal of those decisions, and provide accessible channels through which affected individuals 
can seek informaƟon, challenge decisions, and obtain redress when automated systems cause 
harm or perpetuate injusƟce. 

17. Support Workforce TransiƟon: Through adequately funded and effecƟvely administered 
dedicated programs, displaced workers have access to comprehensive reskilling 
opportuniƟes, career counseling, job placement assistance, income support during 
transiƟons, recogniƟon of prior learning, portable benefits, regional economic development 
iniƟaƟves, and pathways to quality employment in emerging sectors to ensure AI's gains are 
shared broadly without deepening economic disrupƟon, inequality, or social fragmentaƟon. 

18. Protect CriƟcal Infrastructure: Mandate implementaƟon of Zero Trust security 
architectures, conƟnuous authenƟcaƟon protocols, network segmentaƟon, least-privilege 
access controls, and AI-enabled anomaly detecƟon systems across naƟonal criƟcal 
infrastructure sectors-including energy, water, transportaƟon, healthcare, finance, and 
communicaƟons-with regular security assessments, incident response planning, informaƟon 
sharing, and coordinated defense strategies to reduce systemic vulnerabiliƟes and improve 
resilience against sophisƟcated cyberaƩacks. 

19. Secure AI Supply Chains: Implement thorough SoŌware Bills of Materials, firmware 
transparency, verificaƟon of hardware components, and supply chain risk assessments for AI 
systems to provide visibility into code origins, third-party dependencies, known 
vulnerabiliƟes, and possible compromise vectors that enable informed procurement 
decisions, rapid vulnerability patching, miƟgaƟon of supply chain aƩacks, and limited 
exposure to embedded malicious elements and unexpected system behaviours. 

20. Foster MulƟ-Stakeholder Dialogue: Through permanent naƟonal forums, advisory 
councils, public consultaƟon processes, and parƟcipatory governance mechanisms, promote 
the regular and structured dialogues among government agencies, academic researchers, 
industry leaders, civil society advocates, affected communiƟes, and technical experts to 



enable collecƟve problem-solving, harmonize policy approaches, share research findings, 
build trust, incorporate diverse perspecƟves, and strengthen inclusive, legiƟmate, effecƟve AI 
governance ecosystems responsive to the evolving challenges. 

21. Proper Training of Law Enforcement: Ensure the imparƟng of comprehensive, regular, 
rights-preserving training on the use of AI tools responsibly by police, prosecutors, judges, and 
forensic teams in invesƟgaƟon, evidence collecƟon, analysis, and courtroom presentaƟon, to 
ensure accuracy, reliability, fairness, and effecƟveness, and seƫng up strong oversight 
systems, clear use policies, external audiƟng, and mechanisms of accountability that avoid 
misuse, funcƟon creep, discriminatory applicaƟon, and infringement of rights, as well as 
unjusƟfied mass surveillance, which undermines civil liberƟes and erodes public trust. 

22. Implement AI Export Controls: Modernize and harmonize naƟonal export control 
legislaƟon, licensing processes, and mulƟlateral coordinaƟon mechanisms to cover 
appropriately calibrated, risk-based restricƟons on sensiƟve AI models, dual-use systems, 
advanced training algorithms, large-scale compute clusters, specialized chips, and strategic 
technologies that pose threats to naƟonal security, human rights, or proliferaƟon, 
underpinned by robust monitoring of compliance, effecƟve enforcement, and frequent policy 
reviews to ensure that controls remain effecƟve, proporƟonate, and enabling of innovaƟon. 

23. Establish Regulatory Sandboxes: Well-designed regulatory sandbox environments, 
innovaƟon testbeds, and controlled experimentaƟon zones should be established that allow 
responsible innovators to test novel AI systems, business models, and approaches to 
governance under acƟve regulatory supervision, real-world condiƟons, and enhanced 
monitoring whereby regulators can systemaƟcally observe risk factors, gather evidence, learn 
from experience, and iteraƟvely develop informed policy in support of beneficial innovaƟon, 
management of public safety risks, and enabling responsible market entry. 

24. Advance Media Literacy: Develop and implement comprehensive, well-resourced naƟonal 
campaigns on media literacy, educaƟon, public toolkits, community workshops, and digital 
ciƟzenship to provide ciƟzens-especially the young, elderly, and vulnerable-with criƟcal source 
evaluaƟon, deepfakes and manipulated content idenƟficaƟon, misinformaƟon paƩern 
recogniƟon, algorithmic curaƟon understanding, and methods of resistance against AI-
enabled manipulaƟon that will enhance individual resilience, democraƟc engagement, and 
societal capacity for shared epistemic foundaƟons; this is required for collecƟve decision-
making. 

25. Mandate Environmental Standards: Require data centers, cloud compuƟng providers, AI 
training faciliƟes, and compute clusters to meet ambiƟous green energy benchmarks, energy 
efficiency standards, water conservaƟon targets, and comprehensive sustainability reporƟng 
obligaƟons; incenƟvize renewable energy adopƟon, waste heat recovery, circular hardware 
pracƟces, and responsible e-waste management that would substanƟally reduce the growing 



carbon footprint of AI, its water use, and environmental impacts, while aligning technological 
progress with urgent climate goals and planetary boundaries. 

26. Fund AI Safety Research: Long-term, sufficient, uncondiƟonal public funding for 
independent, interdisciplinary AI safety research across computer science, law, ethics, 
psychology, economics, poliƟcal science, sociology, and behavioral sciences should be given, 
including technical alignment research, robustness tesƟng, interpretability methods, fairness 
metrics, governance experiments, and impact studies. Research output should systemaƟcally 
feed into informed policy-making, industry standards, educaƟon, and the public through easily 
accessible publicaƟon and acƟve disseminaƟon. 

27. IncenƟvize Responsible InnovaƟon: Targeted grants, tax incenƟves, preferenƟal 
procurement, regulatory fast-tracks, incubaƟon programs, mentorship networks, and market 
access support given to startups, researchers, and organizaƟons developing ethical, safety-
oriented, socially beneficial, environmentally sustainable, accessibility-focused, and human-
rights-respecƟng AI technologies and applicaƟons will strengthen naƟonal innovaƟon 
ecosystems, foster responsible entrepreneurship, create quality jobs, enhance internaƟonal 
compeƟƟveness, and make sure technological progress serves broad public interests rather 
than narrow commercial gain. 

28. Require Transparency ReporƟng: Require large technology companies, public sector 
organizaƟons, and high-risk AI deployers to publish comprehensive annual AI accountability 
reports transparently that outline the systems deployed, risks assessed, incidents 
documented, the safeguards implemented, miƟgaƟon measures, governance structures, 
stakeholder engagement, impact assessments, future plans, and lessons learned; with 
meaningful penalƟes-including fines, operaƟonal restricƟons, reputaƟonal consequences-for 
nondisclosure, incomplete reporƟng, or deliberate obfuscaƟon to build trust with the general 
public, enable scruƟny from informed actors, underpin regulatory oversight, and create 
incenƟves for conƟnuous improvement. 

29. The NaƟonal AI Safety Boards should be well-resourced, poliƟcally independent, with 
statutory authority, technical experƟse, invesƟgatory powers, and public accountability 
mandates to invesƟgate systemaƟcally significant AI-related accidents, near-misses, systemic 
vulnerabiliƟes, paƩern failures, and emerging risks via rigorous root cause analysis; publish 
findings, evidence-based recommendaƟons, and regulatory guidance for evolving naƟonal 
standards, industry best pracƟces, and educaƟonal programs; develop risk miƟgaƟon policies 
to build insƟtuƟonal knowledge and public confidence. 

30. Monitor Emerging SyntheƟc Threats: Establish naƟonal-level threat observatories, early-
warning centers, or specialized intelligence units with leading technical capaciƟes that can 
conƟnually map, analyze, and disseminate acƟonable intelligence on emerging syntheƟc 
threats, including-but not limited to-autonomous malware evoluƟon, generaƟve AI aƩack 
vectors, adversarial machine learning exploitaƟon, biotechnology-AI convergence risks, 



quantum compuƟng implicaƟons, and novel cyber-physical vulnerabiliƟes-through periodic 
unclassified risk bulleƟns, allowing for quick coordinaƟon between security agencies, criƟcal 
infrastructure operators, private sector AI laboratories, and internaƟonal partners. 

31. Regulate Biometric Systems: Develop strict comprehensive legal frameworks to regulate 
the development, sale, deployment, and use of biometric AI systems including facial 
recogniƟon, gait analysis, voice idenƟficaƟon, emoƟon detecƟon, and behavioural profiling 
that impose strict limits on indiscriminate mass surveillance; independent third-party 
accuracy and bias audits are to be required, especially for vulnerable groups; rigorous 
proporƟonality assessments and judicial authorizaƟon before any deployment in public 
spaces are to be implemented; clear retenƟon limits and deleƟon requirements established; 
meaningful transparency provided about system capabiliƟes and limitaƟons; accessible 
redress mechanisms created for harms; and granƟng enforcement capabiliƟes for regulatory 
authoriƟes to invesƟgate and sancƟon. 

 

CALL TO ACTION 

The ParƟcipants of the InternaƟonal Conference on Cyberlaw, Cybercrime & Cybersecurity 
2025: 

URGENTLY CALL FOR immediate, ambiƟous, coordinated internaƟonal acƟon to strengthen 
and harmonize global cyberlaw frameworks, align AI governance standards across 
jurisdicƟons, share proven best pracƟces and lessons learned, and collecƟvely implement 
comprehensive safeguards ensuring an AI-driven digital ecosystem that is fundamentally 
secure, operaƟonally resilient, socially equitable, environmentally sustainable, rights-
respecƟng, and genuinely conducive to inclusive economic development, human flourishing, 
democraƟc stability, and shared prosperity for all peoples and naƟons; 

Solemnly urge all stakeholders to be constantly vigilant, exercise responsible stewardship, 
show proacƟve diligence, and embrace adapƟve learning throughout this era of profound, 
rapid, and irreversible digital transformaƟon-parƟcularly in protecƟng criƟcal informaƟon 
infrastructure, safeguarding democraƟc insƟtuƟons, implemenƟng Zero Trust security 
principles for converging IoT/5G/6G ecosystems, addressing the unique vulnerabiliƟes of 
emerging technologies, countering sophisƟcated cyber threats, and steadfastly advancing 
responsible, ethical, transparent, accountable, sustainable and human-centered development 
and deployment of arƟficial intelligence and informaƟon and communicaƟon technologies; 

EMPHATICALLY EMPHASIZE that the policy choices, regulatory frameworks, investment 
decisions, ethical commitments, and governance structures that are made in this criƟcal 
moment will determine-in many cases, irreversibly-whether arƟficial intelligence develops 
into humanity's most powerful tool for solving global problems, enhancing human 
capabiliƟes, miƟgaƟng suffering, and creaƟng a more just and thriving civilizaƟon-or, 



alternaƟvely, into a dangerous accelerant of inequality, surveillance, manipulaƟon, conflict, 
environmental destrucƟon, and systemic vulnerability that undercuts human agency, dignity, 
and security, as well as the very bases of free, democraƟc, and peaceful socieƟes. 

 

ADOPTION 

The ParƟcipants of the InternaƟonal Conference on Cyberlaw, Cybercrime & Cybersecurity 
hereby formally approve and adopt this Outcome Document. 

 

Adopted: 21 November 2025 

LocaƟon: New Delhi, India 

 

 




